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NCI today: collaboration driving service evolution driving collaboration
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Mission:World-class, high-end computing services for Australian research & innovation

What is NCI:

Å Highly-integrated, e-infrastructure environment: joint HPC/HPD focus 

Å Comprehensive, integrated and expert service

Å Supercomputer + supercomputer-class cloud + highest-performance storage + 
internationally-renowned expert support team

National, strategic and values-driven:

Å Enabling high-impact researchτinforming policy, delivering social/env./econ. benefits

Å Research- & outcome-drivenτserving national priorities and research of excellence

Å Designed by deepengagement, collaborations and industry

Å Delivering transformative outcomesand national benefits

Å Qualityand innovation τthrough scale, experience and expertise

Å Valuedemonstrated through growing co-investment, uptake and impact

Profile:

Å A capability beyond the capacity of any single institution to provide

Å Serves: 35x universities, 5x science agencies, 8xNCRIS; 3 MRIs; industry

Å ~4,000 users; ~600 projects

Å 500+papers pa; ~200 ARC/NHMRC funded activitiesτ$58M pa

Å Capital (NCRIS): $60M infrastructure + $26M data centre building

Å Recurrent Costs ($18+ M) τ60 staff; $3.3 M utilities; etc.

Å Sustained by:

ï Collaboration: agencies/universities/ARC (~$13.4 M p.a.) 

ï NCRIS (~$5.5 M p.a.)

Å
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NCI at a glance in 2017: investment and co-investment

Data Centre
$26M

HPC and Storage 
Infrastructure

$60M

Capital (NCRIS)

Partners
$13.4M

NCRIS
$5.5M

Recurrent (p.a.)

Cash Investments/Co-investment and Expenses

NCRIS investments 
since 2008: 
NCI: $92.5M
Other: ~$8.1M

Partner Co-investment 
2008-17: $71.6M

http://www.qcif.edu.au/
http://www.intersect.org.au/
http://www.monash.edu.au/
http://www.qcif.edu.au/
http://www.intersect.org.au/
http://www.monash.edu.au/
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InfrastructurePlatform τcomprehensive, integrated, high-performance

Å SupercomputerRaijin ð!ǳǎǘǊŀƭƛŀΩǎ ƘƛƎƘŜǎǘ ǇŜǊŦƻǊƳŀƴŎŜ ǊŜǎŜŀǊŎƘ ǎǳǇŜǊŎƻƳǇǳǘŜǊ 

Å Fujitsu: 1.20 petaflops , 57,492 Xeon/SB cores, 160 TB memory, 10 PB filesystem, FDR IB backplane

Å Lenovo: 0.94 petaflops, 22,792 Xeon/BW cores, 144 TB memory, EDR backplane 

Å Plus GPUs + KNL + IBM Power τsmall test environments for the future

Å HPC Cloud(NeCTAR & Tenjin/private): 3,200 cores, supercomputer spec. for orchestrating data services

Å Global integrated storage(highest performance filesystems in Australia) 

ï 22 PB (actual) (rising to 36 PB, June 2017)τup to 120 GB/sec bandwidth; 40 PB of tape archive
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Service Portfolio

Å Services and Technologies portfolio

ï Generalised (high-performance) to meet all needs

ï Comprehensive, integrated compute/storage infrastructure

ï Expert environment tailors for specialised needs

Å wŜǎŜŀǊŎƘ 9ƴƎŀƎŜƳŜƴǘ ŀƴŘ LƴƛǘƛŀǘƛǾŜǎ ǇƻǊǘŦƻƭƛƻ όάǎǇŜŎƛŀƭ ǎŀǳŎŜέ κ άƎƭǳŜέύ

ï Evolved some general capabilities from meeting specialised requirements 

ï Driven by research and innovation needs of NCRIS, partner organisations, MRIs, industry

ï Danger in overreaching to generalised solutions rather than attaining valued, specific goals

Copernicus Sentinel  
SentinelRegional 
Hub


