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Task

• Research challenges           2-10 years

• eResearch drivers/needs

• Capabilities to thrive

• Participation in an open, shared, international data world



Global Trends/Grand Challenges

Anthropocene Era and Ecosystem science

•1) Human systems and Sustainability

•2) Natural systems and impacts

Current Approach

• Climate Science > Marine >>Terrestrial

What’s Needed:

➢Geniune Global, Collaborative, Integrated, Open, Science Driven Approach

➢With Quality Data at its core



Ecology and the data deluge

Sensor Technologies



Ecology and the data deluge

Modelled Data

High-resolution climate surfaces

from Mike Hutchinson (ANU)



Ecology and the data 
deluge

Assembly of
Multi-Scale Remote Sensing Datasets

High-Resolution, Field-based Measurements

Low-spatial resolution, high temporal 

resolution 

Satellite Measurements

Continental Dynamics in Green Cover

ARA Cessna 404

Airborne 
Systems
and new 
sensor
technologies

Remote Sensing /High 
Res Mapping



Data Management Challenges



Ecosystem science

• Inter-relationship among the living organisms, physical features, bio-chemical processes, natural phenomena, and human activities in 
ecological communtiies1

• Focusing on Terrestrial Ecosystem

• Terrestrial Ecosystem Research Network

• Atlas of Living Australia

• Data is heterogeneous: wide variety from different domain

• Observation (human, in-situ sensors and satellite remote sensing)

• Variety of scale: spatial and temporal

• Different data formats used in the community



Ecosystem research Informatics

1.Small (but connected) Lab

2.Large Data and integration

3.Mega – Data and Compute



1. Small Lab – Access and Publication

• Data heterogeneity: wide variety from different domain

• Variety of scale: spatial and temporal

• Data formats

• Metadata standards and quality control

• Common data exchange format

• Aligned domestic and international data delivery platforms

• Accessibility, attribution and usage statistics



2. Large Data and Integration

• E.g. Bryan CSIRO



Land Use Trade Offs



Transformational improvements are possible
• GIS processing = 109 days or 15.5 weeks

• Python and Numpy offer a substantial advantage

• Further improvements in GPU, 
ElementwiseKernels, parallelisation

Step increase in spatio-temporal modelling  |  Brett Bryan  | Page 14

Bryan, B.A. (2013). High-performance computing tools for the integrated assessment and modelling of 
social-ecological systems. Environmental Modeling & Software 39, pp.295 – 303. 



3. Mega



Trends

1. More 1 becoming 2.

2. More 2 becoming 3.



Needs

1. Data, data and data

2. Skills

3. Methods (Data and Tools) environments

➢Integration



Moving forwards – sustaining long term science

•Global shift to collaborative data , algorithms and participatory 
resources:



To thrive

• Learn from other disciplines

• Build on what’s working, ALA, BCCVL, TERN, IMOS etc

• Forward Journey(s) not a fixed destination

• Support skills sharing

• Integration and focus -> Eco-Cloud



High-level conceptual Architecture



Current status

• Setup a Technical Advisory Group advice on the scoping and implementation of the project.

• In the first iteration: reference datasets will be made available 

• Remote sensing reference data (fractional Cover)

• Long-term ecological monitoring data

• Climate variables

• Scoping the mediation layer and overall architecture

• Building a coalition of willing for partnership and collaboration



Contributions

• NeCTAR – Major project sponsor

• TERN, ALA – NCRIS Domain Projects, partners

• QCIF - implementation partner

• NCI – collaborator, partners



Thank you

Contact:
t.clancy@uq.edu.au


